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We solve the problem of image only and source free unsupervised domain 
adaptation for category level 3D pose estimation.  

Previous domain adaptation methods require some 3D data or depth information 
in a target domain. Our method, 3DUDA, does away with this requirement 
allowing unsupervised domain adaptation to object images found in the real 
world, even when in presence of nuisances and partial occlusion.

Introduction Method Intuition

Our method utilizes two key observations 

(a) Local Pose Ambiguity, i.e. the inherent pose ambiguity that occurs when we can only see a part of the 
object such that the object may be in a number of viable global poses if we are looking at only a part of it. We 
utilize this ambiguity to update the local neural vertex features which roughly correspond to object parts, even 
when the global pose of the object may be incorrectly estimated.  

(b) Local Part Robustness refers to the fact that certain parts (e.g. headlights in a car) are less affected in 
OOD data, which is verified by the (azimuth) polar histogram representing the percentage of robustly 
detected vertex features per image in target domain using the source model (Before Adaptation). Even before 
adaptation, there are a few vertices which can be detected robustly and therefore are leveraged by our 
method to adapt to the target domain as seen by the increased robust vertex ratio After Adaptation. 

3DUDA Method Overview 

(a) We extract neural features from source model CNN backbone  and 
render feature maps from the source neural mesh model ( ) (using vertex features 

) and the pose estimate is optimized using feature-level render-and-compare. 

(b) For this incorrectly estimated global pose, we measure similarity of every individual 
visible vertex feature with the corresponding image feature vector in  independently 
and update individual vertex features using average feature vector values for a batch 
of images.  

(c) The neural mesh model is then updated using these changed vertices and the 
backbone is optimized using the optimized neural mesh. 
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Method 

Theoretical Analysis The elicited target distribution  found by Selected Vertex 
Adaptation may not be precisely the same as the true target distribution , but 
asymptotically (shown by arrows) it tends to the true distribution and the same happens to the 
adapted source model. 
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