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Introduction

Illustration of the key principle of adaptation-by-components (alludes to recognition-by-components 
theory) underlying our Bayesian approach. We show that clusters of feature vectors learned in an unsupervised 
manner often resemble part(component)-like patterns. We observe that some feature clusters (represented 
here on a von Mises-Fisher(vMF) manifold) are very similar in both IID and OOD data (illustrated in blue and red 
boxes), whereas for other feature clusters there is no corresponding equivalent in the other domain. Our 
Bayesian approach exploits this property by first learning a generative model of feature clusters and their spatial 
combinations on the IID data and subsequently adapting the model to OOD data via an unsupervised 
adaptation of the vMF cluster dictionary, while retaining the spatial relations between clusters.

Adaptation by Components

A DCNN backbone is used to extract the source (IID)  and target (OOD) features . The 
source feature vectors are then used to learn the source vMF kernels that are then adapted to the 
transitional vMF kernels using target domain features  and the adaptation coefficients  in an 
unsupervised manner. Transitional Spatial coefficients ( ) are then learned using the transitional 
vMF likelihood  i.e. non-linear activation applied to a convolution of  and transitional kernels 
using source labels. These spatial coefficients are then finetuned ( ) using pseudo-scores { } 
generated using the transitional mixture likelihood  of target domain features . shows the 
final feedforward pipeline during inference.
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Method

We solve the problem of Unsupervised Domain Adaptation to highly corrupted, 
real world nuisance-ridden (weather, shape, texture, context, 3D pose, etc.) and 
partially occluded image domains using robust object part representations.

The cosine similarity between source  & transitional vMF dictionary  vectors 
(represented as circles and triangles) in this conceptual vMF dictionary feature space is 
represented by the line connecting the circles and triangles. Image patches from the 
source and target domains roughly corresponding to these vMF dictionary vectors are 
shown, confirming that some similar image parts are represented by similar vMF 
dictionary vectors in both domains irrespective of the nuisance factor in the target domain. 
E.g. (lower right) image patches show windows from different vehicles - parts of objects 
which do not undergo much change when encountering nuisance factors like change in 
texture, shape and context of the vehicles.
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Results

We can do this for Unsupervised 3D Pose Estimation too! Check out our ICLR 2024 work here.

For each object  we learn a generative model  for the feature vectors . This 
model is formulated as a mixture model  where the mixture 
variable  roughly corresponds to the viewpoint of the object. The conditional 
distributions  for the features are factorizable in terms of position so that 

, where  specifies the position in the image. 

These distributions  are specified in terms of von Mises-Fisher (vMF) 
dictionaries, with parameters  and by spatial coefficients with parameters 
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We use the following generative 
probability distribution for the neural 
features  conditioned on an object : F y

We learn a generative model of image features using vMF distribution mixtures and find 
parts (representations) of  objects in the images which don’t change across domain changes. 
Utilizing these robust parts, we adapt to an unlabelled domain in an Expectation-
Maximization manner. This technique alludes to the cognitive science concepts of Analysis-
by-Components.


